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Horizontal and Vertical Convolution:
Sums the absolute value of element-wise multiplication of the operator and subset of the original image. The result is
localized to the center location (i, j) of the new partial convoluted image.
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